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We propose a novel sparse self-attention model which is informed by the domain-knowledge 
to solve the missing data problem in the hourly-level step count data. 

Model Design and Training Method Considerations
Ø Easy to train with parallelism and stability on the large-scale dataset.                        
Ø Key Idea: self-attention-based model with ERM-based training.

Practicability to Apply Self-Attention
Ø Vanilla self-attention with quadratic complexity is hard to apply on long time   

series data (our data is on average 50k hours long per participant).
Ø Key Idea: sparse self-attention.

Problem to Improve Imputation Performance
Ø Similarity computation between the missing (i.e. imputation target) 
     and the observed hourly blocks is limited, since the target block only
     has features of hour of the day and day of the week.
Ø Problem: how to augment the feature representation?

Motivations
Multi-Timescale Sparse Self-Attention 
Ø Receptive field is set as a context window around the target block.
Ø Context window structure is informed by the autocorrelation function.
Ø Captures the multi-timescale information (daily, weekly).

Local Activity Profile Representation (LAPR) 
Ø A window of step data from t-W to t+W, where t is each hourly block.
Ø Model the local activity pattern of each hourly block.

Relative Time Encoding (RTE)
Ø Provides an attention bias independent of input features for each position.

Key Components

Results are Macro MAE ± 95% CI on completely held-out test participants. Red: overall best performance with statistical significance (p < 0.05).  
Blue: best performance with statistical significance (p < 0.05) within each method category. 
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